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A B S T R A C T

Fast and accurate computation of the free-surface Green function is of key importance for the numerical solution
of linear and second-order wave-structure interaction problems in three dimensions. Integral and series ex-
pressions for the Green function are derived for which the limiting values for zero and infinite frequency are
consistent with the zero and infinite frequency Green function defined in terms of infinite series of Rankine
image sources. The integral expressions presented here have the advantage that they are slowly varying with the
non-dimensional wave frequency, making them more efficient to approximate compared with previous ex-
pressions.

1. Introduction

The boundary element method (BEM) is often used to solve linear
and second-order wave-structure interaction problems in three dimen-
sions [1]. BEM models use Greens theorem together with a suitable
Green function to formulate an integral equation for the velocity po-
tential over the surface of a body (or bodies). The integral equation is
solved by discretising the body surface into a number of panels to
formulate a linear system of equations which can be solved to yield the
velocity potential, from which various hydrodynamic properties can be
derived. The free-surface Green function G(P, Q) describes the line-
arised velocity potential at point = x y zP ( , , ) due to wave motions from
a pulsating source at point = ξ η ζQ ( , , ). In a BEM model, the Green
function and its gradient must be calculated between each pair of pa-
nels in the mesh. Meshes for complex geometries typically require

−O O(10 ) (10 )3 4 panels, requiring −O O(10 ) (10 )6 8 evaluations of the
Green function at each frequency. The use of the high-order method,
where panels are represented using curved surfaces, can reduce the
number of panels required to achieve mesh convergence [2]. However,
in the high-order method, multiple evaluations of the Green function
are required over each panel. Efficient evaluation of the Green function
is therefore a key element in the computational efficiency of BEM
models.

The calculation of the free-surface Green function in infinite water
depth has received considerable attention in the literature, e.g. [3–30].
Efficient and accurate methods for calculating the infinite-depth Green
function have been proposed by numerous authors. The approaches
taken include polynomial approximation [17,18], eigenfunction

expansion [20], representation in terms of ordinary differential equa-
tions [23,24,30] or approximation in terms of standard functions
[25,26].

A series expansion of the finite-depth Green function was in-
troduced by John [4]. Newman [14] noted that the convergence of the
series is dependent on the ratio R/h, where = − + −R x ξ y η( ) ( )2 2 is
the horizontal separation between the source and field point and h is
the water depth. For larger values of R/h the series provides an efficient
means to calculate the Green function, with 6h/R terms required to
achieve 6-decimal accuracy [14]. For smaller values of R/h the series is
slow to converge and in the limiting case =R 0 the series is divergent.
Pidcock [31] proposed various series expansions which are valid in the
near field provided that the wavenumber is small (see [32]). The in-
tegral definition of the Green function given by John [4] is valid for all
wavenumbers and values of R/h, but is slow to compute. Various
methods have been proposed to compute the finite-depth Green func-
tion in the near field with greater efficiency (e.g. [14,16,18,32–38]).
These methods all require the numerical evaluation of one or more
integrals, which results in large computation times.

In principle, to reduce the computational time, the integrals defined
in [14,16,18,32–38] could all be pre-calculated and approximated in
some way, such as interpolation of lookup tables or polynomial ap-
proximation. However, the resolution required for the lookup table or
the number of terms in the polynomial approximation will depend on
the smoothness of function being interpolated. Newman [17] noted that
the condition number of the linear systems solved in BEM models is
often O(100) and therefore recommended that the approximation of the
Green function should achieve either a relative or absolute error of less
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than −10 6. To achieve this accuracy with low computational cost, the
functions that are approximated should be as smoothly-varying as
possible.

For time-domain calculations where the hydrodynamic forces are
calculated using Cummins’ equation [39] it is necessary to calculate the
added mass at infinite frequency and an integral of the radiation
damping over frequencies from zero to infinity. It is therefore important
to have accurate expressions for the Green function for all frequencies
from zero to infinity.

Newman [14] proposed a method for expressing the finite-depth
Green function as the sum of Rankine sources, the infinite-depth Green
function and a smoothly varying residual component which is amenable
to polynomial approximation throughout most of the domain. The
method described in [14] requires four evaluations of the infinite-depth
Green function. Newman [17] mentioned an improved approach, re-
quiring only a single evaluation of the infinite depth Green function,
but did not provide details. A similar approach to that outlined in [17]
was described in detail by Chen [18]. The integrals that are approxi-
mated in Newman and Chen’s methods are functions of three non-di-
mensional variables (R/h, |z ± ζ|/h, Kh), where K is the infinite-depth
wavenumber. The integrals approximated in Newman and Chen’s
methods have a large variability in magnitude at lower values of the
non-dimensional wavenumber Kh and are singular in the limit Kh→ 0.
Moreover, the limits of the integrals for K→ 0 and K→∞ are not
consistent with the integral representation of the Green function at

=K 0 and = ∞K .
In this work we follow a similar method to that described by Chen

[18] to develop expressions which are consistent with the limiting form
at = ∞K . The finite depth Green function has a singularity as K→ 0, so
it is not possible to derive an expression which is completely consistent
with the zero-frequency Green function. However, it is shown below
that the singular component is independent of the spatial variables and
is a function of Kh only. In this work we derive an expression where the
singular component is separated, so that the spatial component has a
limit that is consistent with the zero-frequency Green function. The new
expressions also have the advantage that they are more slowly varying
with the non-dimensional frequency Kh, making them more efficient to
approximate. Following Newman [17] and Chen [18], triple Chebyshev
polynomials are used to approximate the integrals that are derived in
this work. This provides an efficient means for calculating the Green
function in the domain R/h≤ 1 and has the advantage that the partial
derivatives can be computed using the same approximation, with
minimal additional computational cost.

In the domain R/h>1, John’s series expansion of the Green func-
tion is used. We propose a simple modification to the expression, which
improves the numerical accuracy for high values of K and makes the
limiting value consistent with the series expression for the Green
function at infinite frequency. The code for calculating the Green
function using the Chebyshev approximations and series definitions
described here are available at https://github.com/edmackay/
GreenFunction.

The paper is organised as follows. Section 2 presents the derivation
of the new integral expressions. The modified form of John’s series
expansion for the finite-depth Green function is presented in Section 3.
The limiting forms of the finite-depth Green function for =K 0 and

= ∞K , defined in terms of infinite series of Rankine image sources, are
presented in Section 4. An asymptotic analysis is presented in Section 5,
which shows how the limiting forms of the expressions derived in
Sections 2 and 3 are consistent with those presented in Section 4. The
approximation of the new integral expressions in terms of Chebyshev
polynomials is discussed in Section 6. Finally, conclusions are presented
in Section 7.

2. Integral representation of the Green function

2.1. Definition of auxiliary functions

The free surface Green function G(P, Q) satisfies the Laplace
equation in the fluid domain, the free-surface and seabed boundary
conditions, given by

∇ = − − −G
π

δ x ξ δ y η δ z ζ1
4

( ) ( ) ( ),2
(1)

∂
∂

− = =G
z

KG z0 on 0,
(2)

∂
∂

= = −G
z

z h0 on ,
(3)

where δ( · ) is the Dirac delta function. A time dependence of eiωt is
assumed throughout. Newman [14] and Chen [18] showed that the
finite depth Green function can be written as the sum of Rankine
sources, the deep water Green function and a function of three non-
dimensional variables. It is useful to begin by defining the distance
terms in the Rankine sources as

= + = − + −
= − = + +
= + = − +
= − + = + +

r R v R x ξ y η
v z ζ v z ζ h
v z ζ v z ζ h
v ζ z h v z ζ h

{ } , {( ) ( ) } ,
| |, 2 ,
| |, 2 ,

2 , 4 .

j j
2 2 1/2 2 2 1/2

1 2

3 4

5 6 (4)

Non-dimensional variables are defined as

= =

= =
=

A R
h

B
v
h

X KR V Kv
H Kh

, ,

, ,
.

j
j

j j

(5)

A sketch of the definition of the variables is shown in Fig. 1. r1 is the
distance from Q to P. r2 is the distance from Q to P′, the image of P in
the sea bed. r3 is the distance from Q to P″, the image of P in the free
surface. The distances r4, r5 and r6 can also be expressed in terms of
images of P′ and P″ in the free surface and sea bed, but, for simplicity,
these are not shown in Fig. 1. Note that =r 01 when =P Q, =r 02 when
=P Q and both points are on the sea bed and =r 03 when =P Q and

both points are on the free surface. The distances r4, r5 and r6 are always
greater than zero, since v4, v5∈ [h, 3h] and v6∈ [2h, 4h].

The derivation of the expressions proposed here is similar to the
derivation given by Chen [18]. We start with the definition given by
John [4] where the finite-depth Green function is expressed as

Fig. 1. Sketch of definition of variables.
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∫

= +

+
+ + +

−
∞ −

G
r r

k K k z h k ζ h
k kh K kh

e J kR k

1 1

2( )cosh( ( ))cosh( ( ))
sinh( ) cosh( )

( )d ,kh

1 2

0 0 (6)

where J0 is the zero-order Bessel function of the first kind. The in-
tegrand of (6) has poles at solutions of the dispersion equation

=k kh Ktanh( ) . (7)

The dispersion equation has a single positive real solution, denoted k0
and infinitely many purely imaginary solutions, denoted
± = …ik n, 1, 2, ,n where kn are positive and ordered in increasing
value. The integral in (6) is evaluated along a contour in the first
quadrant complex plane to ensure outgoing waves in the far-field. The
real part of G is given by

∫

= +

+
+ + +

−
∞ −

G
r r

k K k z h k ζ h
k kh K kh

e J kR k

Re( ) 1 1

PV
2( )cosh( ( ))cosh( ( ))

sinh( ) cosh( )
( )d ,kh

1 2

0 0

(8)

where PV denotes the Cauchy principal value. The imaginary part is
given by the residue about the pole at k0, which can be calculated for
the entire domain R/h≥ 0 as the imaginary part of the series expan-
sion, defined in Section 3. Substituting the non-dimensional variables
into (8), expanding the hyperbolic functions in terms of exponentials
and making the substitution =u kh, gives

∫

= +

+

+ + +

∞

− + − − − + − −[ ]

G
r r

h
f u H

e e e e J uA u

Re( ) 1 1

1 PV ( , )

( )d ,u B u B u B u B

1 2

0

(2 ) (2 ) (2 ) (2 )
01 1 2 2 (9)

where

= +
−

= +
− − + −f u H e

u
u H

u u H
u H

u H u H e
( , )

2 cosh( )
·

tanh( ) ( ) ( )
.

u

u2 (10)

The function f(u, H) tends to 1 as u→∞, so the asymptotic value of the
integrand can be subtracted by making use of the identity [40,
Section 6.611]:

∫ =
+

∞ −e J ax x
a b

( )d 1 .bx
0 0 2 2 (11)

to obtain

∑= + +
=

G
r h

G A B H G A B HRe( ) 1 1 [ ( , , ) ( , , )],
j j1

6

1 1 1 2
(12)

where

∫= − +
∞ − + − −G A B H f u H e e J uA u( , , ) PV [ ( , ) 1][ ] ( )d .u B u B

1 0
(2 ) (2 )

0

(13)

Note that B1∈ [0, 1] and B2∈ [0, 2]. The integral G1(A, B, H) converges
for B<2 but is divergent for =B 2. The value of G1 shown in Fig. 2 for

=A 0 and 1 and values of B between 0 and 1.8. G1 is smoothly varying
with H for B∈ [0, 1], but exhibits has large oscillations for B>1. It will
be shown in Section 5.2 that G1 has a logarithmic singularity when both
the source and field point coincide on the free surface (i.e. when =A 0
and =B 22 ).

The behaviour of the integral can be improved by subtracting a
closer asymptotic approximation for f(u, H) as u→∞, given by

→ +
−

→ ∞f u H u H
u H

u( , ) as . (14)

Define

∫

∫
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(15)

where

= +
− − − −g u H u H

u H u H e
( , ) ( )

( ) ( )
.u

2

2 2 2 2 (16)

Note that g(u, H)→ 0 as u→∞ so G2 converges for B∈ [0, 2]. Next,
note that

∫ ⎡
⎣

+
−

− ⎤
⎦

=
∞ − −u H

u H
e J uA u H F X VPV 1 ( )d · ( , ),u B

0
(2 )

0 32
(17)

where

∫=
−

∞ −
F X V e

k
J kX k( , ) 2·PV

1
( )d .

kV

0 0 (18)

The function F(X, V) is the irregular component of the infinite-depth
Green function [14]. The integral G2 is shown in Fig. 3 for =A 0 and 1
and various values of B in [1,2]. It is evident that G2 is smoothly-
varying with all three variables A, B and H.

Finally, we can express the Green function as

∑= +

⎧

⎨
⎪

⎩
⎪

+ ≤ ≤

+ + < ≤
=

G
r

G A B H G A B H B

G A B H G A B H K

F X V

BRe( ) 1
[ ( , , ) ( , , )] 0 1,
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· ( , )

1 2.
j j

h

h
1

6
1

1 1 1 2 2

1
1 1 2 2

3

2

(19)

The expression for B2> 1 is also valid for B2∈ [0, 1]. However, the
advantage of using this form only in the domain B2> 1 is that the in-
finite depth component F(X, V) does not need to be evaluated when
B2≤ 1 and the integral G2 only needs to be approximated for B2∈ [1,
2], which results in fewer terms being required in Chebyshev series. As
mentioned in the introduction, the computation of the deep water
component F(X, V3) has received considerable attention in the litera-
ture. The focus here is on the computation of the finite depth compo-
nents G1 and G2.

Chen [18] derived similar expressions, but defined ′ =H k h0 rather
than =H Kh and did not make the substitution =u kH . The expres-
sions given by Chen are:

∑= +
⎧

⎨
⎪

⎩⎪

′ ′ + ′ ′ ≤ ≤
′ ′ + ′ ′ + < ≤

=

G
r

k G A B H G A B H B

k G A B H G A B H K

F X V

BRe( ) 1
[ ( , , ) ( , , )] 0 1,

[ ( , , ) ( , , )]

· ( , )

1 2.
j j1

6 0 1 1 1 2 2

0 1 1 2 2

3

2

(20)

where

∫
′ ′

= ′ ′ − + ′
∞ − ′ + − ′ −[ ]

G A B H

f k H e e J kH A k

( , , )

PV [ ( , ) 1] ( )d ,kH B kH B
1

0
(2 ) (2 )

0 (21)

∫
′ ′

= ′ ′ − + ′ ′ ′
∞ − ′ + − ′ −{ }

G A B H

f k H e g k H e J kH A k

( , , )

PV [ ( , ) 1] ( , ) ( )d ,kH B kH B
2

0
(2 ) (4 )

0

(22)

and

′ ′ = + ′
− ′ − + ′ − ′f k H k H

k H k H e
( , ) tanh

( tanh ) ( tanh )
,kH2 (23)
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′ ′ = + ′
− ′ − − ′ − ′g k H k H

k H k H e
( , ) ( tanh )

( tanh ) ( tanh )
.kH

2

2 2 2 2 (24)

The integrals ′G1 and ′G2 are shown in Fig. 4 for =A 0.5 and various
values of B. The pattern is similar for other values of A. It is evident that
both ′G1 and ′G2 are singular as H′→ 0 and tend to zero as H′→∞. Note
that by definition we have ′ ′ ′ =H G A B H G A B H( , , ) ( , , )1 1 and
′ ′ ′ =H G A B H G A B H( , , ) ( , , )2 2 . So for given values of K and h, ′G1 and ′G2

are constant multiples of G1 and G2. However, expressing the Green
function in terms of G1 and G2 has several advantages over expressing it
in terms of ′G1 and ′G2.

Firstly, in the expressions G1 and G2, the variables are separated so
that the dependence on H is contained in the functions f(u, H) and g(u,
H), which simplifies the asymptotic analysis. Furthermore, it will be
shown in Section 2.2 that G1 and G2 can be decomposed into two
functions, one which is finite for all values of H and the other that is a
function of H only and contains the logarithmic singularity for H→ 0. In
Section 5 it will be shown that the limiting forms of the Green function
for =K 0 and = ∞K can be derived from the limiting behaviour of G1

and G2. In contrast, as K→ 0 we have ′ ′ → ∞G G,1 2 and as K→∞ we

have ′ ′ →G G, 0,1 2 which makes the limiting behaviour harder to obtain.
The second advantage is that G1 and G2 are less variable with H and

hence require fewer terms to approximate using Chebyshev poly-
nomials. This is discussed further in Section 6.

2.2. Decomposition of auxiliary functions

From Fig. 2 it is evident that G1 is singular for H→ 0. When
= =A B 0, the product of the exponential and Bessel functions in (13)

is equal to −e2 u2 . We can subtract this component, so that the residual
function is zero for all H when = =A B 0. Define

= +G A B H L A B H L H( , , ) ( , , ) ( ),1 1 2 (25)

where

∫= − +

−

∞ − + − −

−

L A B H f u H e e J uA

e u

( , , ) PV [ ( , ) 1]{[ ] ( )

2 }d ,

u B u B

u

1 0
(2 ) (2 )

0

2 (26)

∫= −
∞ −L H f u H e u( ) PV [ ( , ) 1]2 d ,u

2 0
2

(27)

Fig. 2. The integral G1 against H for =A 0 (left) and =A 1 (right) and various values of B.

Fig. 3. The integral G2 against H for =A 0 (left) and =A 1 (right) and various values of B.
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The integrals L1 and L2 are shown in Fig. 5 for =A 0, 0.5, 1 and various
values of B. The integral L2 is a function of H only, and contains the
logarithmic singularity as H→ 0. The integral L1 appears to tend to fi-
nite limits for H→ 0 and H→∞ and is smoothly varying with H.
However, it is apparent that for H>1 there is a greater variability in L1
with A and B than for H<1. Note that for H→∞ we have

→ −
+ −f u H

e
( , ) 1

1
.u2 (28)

This suggests that for large H it would be more appropriate to define

= −
+ −

−
+ +

+G A B H
A B A B

L A B H( , , ) 2
(2 )

2
(2 )

( , , ),1 2 2 2 2 3

(29)

where

∫= + +
∞ − + − −L A B H f u H e e J uA u( , , ) PV [ ( , ) 1][( ] ( )d .u B u B

3 0
(2 ) (2 )

0

(30)

The integral L3 is shown in Fig. 6 for =A 0 and 1 and various values of
B. It is clear that this expression exhibits less variability with A and B
than L1 for the range of H shown. In this range it is not advantageous to
subtract a component analogous to L2, as L3 is already finite in this
range.

A similar decomposition can be used for the integral G2 to subtract
the singular component for H→ 0. In this case, G2 is required for
B2∈ [1, 2], so we define a residual function that is zero for =A 0 and
=B 1 as

= +G A B H M A B H M H( , , ) ( , , ) ( ),2 1 2 (31)

where

∫= − −

+ −

∞ − + −

− − −

M A B H f u H e J uA e

g u H e J uA e u

( , , ) PV {[ ( , ) 1][ ( ) ]

( , )[ ( ) ]}d ,

u B u

u B u

1 0
(2 )

0
3

(4 )
0

3 (32)

∫= − +
∞ −M H f u H g u H e u( ) PV [ ( , ) 1 ( , )] d .u

2 0
3

(33)

The integrals M1 and M2 are shown in Fig. 7. It is evident that M1 tends
to finite limits for H→ 0 and H→∞ and M2 contains the logarithmic
singularity. The variability in M1 for higher values of H can be reduced
in a similar way to that for L1, by defining

= −
+ +

+G A B H
A B

M A B H( , , ) 2
(2 )

( , , ),2 2 2 3
(34)

where

∫= + +
∞ − + − −M A B H f u H e g u H e J uA

u

( , , ) PV {[ ( , ) 1] ( , ) } ( )

d .

u B u B
3 0

(2 ) (4 )
0

(35)

The integral M3 is shown in Fig. 8 for =A 0, =A 1 and various
values of B. There is a small reduction in the variability with A and B
compared to M1.

For the Chebyshev approximations of the integrals, discussed in
Section 6, we define

=

⎧

⎨

⎪

⎩
⎪

+ ≤

−
+ +

−
+ −

>G

L A B H L H H

L A B H

A B A B

H

( , , ) ( ) 1,

( , , )
2
(2 )

2
(2 )

1,
1

1 2

3

2 2 2 2
(36)

=
⎧

⎨
⎩

+ ≤

−
+ +

>G
M A B H M H H

M A B H
A B

H

( , , ) ( ) 1,

( , , ) 2
(2 )

1.2

1 2

3 2 2
(37)

The integrals Lj and Mj ( =j 1, 2, 3) are evaluated using contour
integration to avoid numerical issues close to the poles in the integrand.
The function f(u, H) has a single positive real pole at =u k h0 0 and in-
finitely many purely imaginary poles at ± = ±u ik hn n . For small values
of H we have →u H0 and for large H we have u0→H. In particular we
have ∈ +u H H[ , 0.3]0 for all H and ∈ −u nπ nπ[ 1/2, ]n for n≥ 1. The
function g(u, H) has the same poles as f(u, H) and an additional pole at
=u H . We are therefore free to define any contour of integration that

avoids these poles. For the present work, the path of integration is
defined (arbitrarily) as the line connecting the points

+ + ∞H i H{0, , 1, }, illustrated in Fig. 9. In this work, the integrals
have been evaluated using vectorised adaptive quadrature [41] with an
absolute tolerance of −10 10.

3. Series representation of the Green function

John [4] showed that the finite-depth Green function can be ex-
pressed as a series given by

Fig. 4. The integrals ′G1 (left) and ′G2 (right) against H′ for =A 0.5 and various values of B.
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∑
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where Y0 and K0 are the zero-order Bessel functions of the second kind
and modified second kind, respectively. Newman [14] noted that since

− ≤ ≤n π k h nπ( ) ,n
1
2 for large n we have = −K k R O nπR h( ) (exp( / ))n0 .

The rate of convergence of the series is therefore governed by the ratio
R/h. For the domain R/h>1, a maximum of 6h/R terms in the series
are sufficient achieve 6-decimal precision.

When Kh is large, k0≈K and the fraction involving k0 in (38) de-
creases exponentially, whilst the hyperbolic terms increase ex-
ponentially. To avoid numerical inaccuracies involved with multiplying
very small and very large numbers, (38) can be rewritten using the
relation

− =k K
k

k hcosh ( )
,0

2 2 0
2

2
0 (39)

which can be derived from the dispersion Eq. (7). Substituting this into
(38) and expanding the hyperbolic functions in terms of exponentials
gives

⎡
⎣⎢
∑ ⎤

⎦⎥

∑

= −
− + +

+

+
+

+ −
+ +

−
=

−

=

∞

G π
k

k K h K e
e Y k R

iJ k R
k K

k K h K
k z h k ζ h K k R

2
( )

· 1
(1 )

( ( )

( ))

4
( )

cos( ( ))cos( ( )) ( ).

k h
j

k v

n

n

n
n n n

0
2

0
2 2 2 2

3

6

0 0

0 0

1

2 2

2 2 0

j
0

0

(40)

In this form, the fraction involving k0 increases linearly as K→∞ and
the sum involving the exponential terms decreases exponentially (pro-
vided that v3> 0), which improves the accuracy of numerical compu-
tations.

4. Limiting forms in terms of series of rankine image sources

In the limiting cases of =K 0 and = ∞K the free surface boundary
condition (2) reduces to a homogeneous Neumann or Dirichlet

Fig. 5. The integrals L1(A, B, H) and L2(H) against H for various values of A and B.
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Fig. 6. The integral L3(A, B, H) against H for =A 0 (left) and =A 1 (right) and various values of B.

Fig. 7. The integrals M1(A, B, H) and M2(H) against H for various values of A and B.

E. Mackay Applied Ocean Research 93 (2019) 101965

7



condition:

∂
∂

= = =G
z

z K0, 0, 0,
(41)

= = = ∞G z K0, 0, . (42)

In these cases the finite-depth Green function can be expressed in terms
of an infinite series of images of a Rankine source with respect to free
surface and sea bed, defined as [17]

∑=
+

+ ± ⎧
⎨⎩ + +

− ⎫
⎬⎭

±
=−∞
≠

∞

G A B
A B A B n n

( , ) 1 ( ) 1
( 2 )

1
2| |

.
n

n

n
2 2

0
2 2

(43)

The function G ± is periodic in B, with +G having period 2 and −G
having period 4. There are therefore infinitely many combinations
which satisfy the boundary conditions (41) and (42) together with the

remaining conditions (1) and (3). Moreover, for the case =K 0, the
Green function is only defined up to an arbitrary constant of integra-
tion. For consistency with the definition of the Green function pre-
sented in the previous sections, we define the finite-depth Green
function at =K 0 and = ∞K as

= + −+ +G
h

G A B G A B1 [ ( , ) ( , ) 2 log(2)],0 1 2 (44)

= + −∞ − −G
h

G A B G A B1 [ ( , ) ( , ) 2 log(2)],1 2 (45)

where A and Bj are defined in (5).
The series in (43) are slow to converge. Newman [17] provided

Fourier series and integral representations of G ± as the basis for more
efficient numerical calculations. The Fourier series are defined as

∑= ⎡

⎣
⎢

⎤

⎦
⎥ − −+

=

∞

G nπB K nπA γ A2 cos( ) ( ) log( /4),
n 1

0
(46)

∑= ⎡

⎣
⎢ + + ⎤

⎦
⎥ +−

=

∞

G n πB K n πA2 cos(( ) ) (( ) ) log(2),
n 0

1
2 0

1
2

(47)

where ≈ …γ 0.577 is Euler’s constant. Substituting these expressions into
(44) and (45) gives

∑ ⎜ ⎟= − ⎛
⎝

⎛
⎝

⎞
⎠
+ ⎞

⎠
+ ⎛

⎝
⎞
⎠

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠=

∞

G
h

R
h

γ
h

nπz
h

nπζ
h

K nπR
h

1 2 log
2

2 4 cos cos ,
n

0
1

0

(48)

∑ ⎜ ⎟= ⎛
⎝

+ ⎞
⎠

⎛
⎝

+ ⎞
⎠

⎛
⎝

+ ⎞
⎠

∞
=

∞

( ) ( ) ( )G
h

n πz
h

n
πζ
h

K n πR
h

4 sin sin .
n 0

1
2

1
2 0

1
2 (49)

In the domain R/h>1 the series converges to an error less than −10 6

with a maximum of 6 terms [17]. As with the case for 0<K<∞, the
series representation is slower to converge when R/h is small and it is
more efficient to use an integral representation which can be approxi-
mated using Chebyshev polynomials. The integral representations are
given by

= + ± + + ± + −

±
±

− − −

±

G A B A B A B

L A B

( ) ( ( 2) ) ( ( 2) )

( , ),

2 2 1/2 2 2 1/2 2 2 1/2

(50)

where

Fig. 8. The integral M3(A, B, H) against H for =A 0 (left) and =A 1 (right) and various values of B.

Fig. 9. Path of integration (red dashed line) for integrals Lj and Mj ( =j 1, 2, 3).
(For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
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∫ ⎜ ⎟= ⎧
⎨⎩

⎛
⎝

⎞
⎠

− − ⎫
⎬⎭

±

∞ − −

L A B

u
u

e uB J uA e uB J uA u

( , )

csch
sech

[cosh( ) ( ) 1] 2 cosh( ) ( ) d

.

u u
0 0

2
0

(51)

Note that (50) has been corrected for a term ± 1 which appears er-
roneously in Eq. (6) of [17]. By expanding the hyperbolic functions in
terms of exponentials and collecting terms, (51) can be rewritten as

∫=
−

+ −+
∞

−
− − − + −L

e
e e J uA e u1

1
{[ ] ( ) 2 }d ,u

u B u B u
0 2

(4 ) (4 )
0

2
(52)

∫= +
+

+−
∞

−
− − − +L

e
e e J uA ulog(2) 1

1
[ ] ( )d .u

u B u B
0 2

(4 ) (4 )
0 (53)

If we define

= −+L L log(2),0 (54)

= −∞ −L L log(2), (55)

then substituting (50) into (44) and (45) gives

∑ ∑= +
= =

G
r h

L A B1 1 ( , ),
j j j

j0
1

6

1

2

0
(56)

∑ ∑ ∑= − +∞
= = =

∞G
r r h

L A B1 1 1 ( , ).
j j j j j

j
1

2

3

6

1

2

(57)

In infinite water depth (56) and (57) reduce to

= +
→∞

G
r r

lim 1 1 ,
h

0
1 3 (58)

= −
→∞

∞G
r r

lim 1 1 .
h 1 3 (59)

In the following section it will be shown that the limiting forms of the
Green function defined here are consistent with the limiting forms of
(19) and (40).

5. Asymptotic analysis

In this section we consider the behaviour of the expressions derived
in Sections 2.2 and 3 for the cases

→ → ∞
→ → ∞
→ → ∞

h h
K K

R z ζ R

0, ,
0, ,

, , 0, .

Firstly, in the case h→ 0, since G1 and G2 are finite for K>0, from 19
we have G→∞. The remaining cases require more analysis and are
considered in the following subsections.

5.1. Infinite depth

The limit of imaginary part of G can be derived from (40). We have

− +
=

→∞

k
k K h K

Klim
( )

,
h

0
2

0
2 2 (60)

∑⎡

⎣
⎢ +

⎤

⎦
⎥ =

→∞ −
=

− −
e

e elim 1
(1 )

.
h k h

j

k v V
2 2

3

6
j

0
0 3

(61)

As noted before, the expression for B2∈ [1, 2] in 19 is valid for B2∈ [0,
2], so we have that

= + + −
→∞

−[ ]G
r r

K F X V πie J Xlim 1 1 ( , ) 2 ( ) ,
h

V

1 3
3 03

(62)

which is the infinite depth Green function [14].
The infinite depth limit of the series (38) has been derived by Peter

and Meylan [20]. The derivation for the series expression is more

complex than for the integral expression and the reader is referred to
[20] for details.

5.2. Source and field point coincide on free surface

The behaviour of the Green function on the free surface is important
in the treatment of so-called ’irregular frequencies’. To remove the ef-
fects of irregular frequencies from radiation and diffraction problems, it
is necessary to create a mesh over the internal free surface of the
structure (see e.g. [42]). When the source and field point coincide on
the free surface the Rankine components 1/r1 and 1/r3 are singular and
can be subtracted from the Green function and integrated analytically
over the panel using the method described in [43] (this method is ap-
plicable whenever 1/r1, 1/r2 or 1/r3 are singular). The integrals G1(A,
B1, H) and G2(A, B2, H) are convergent and finite for A≥ 0, B1∈ [0, 1],
B2∈ [0, 2] and H>0. However, there is a singularity in F(X, V3) on the
free surface when = =X V 03 . Newman [14] showed that for X, V→ 0
we have

→ − − + +F X V γ V X V( , ) 2(log(2) log( ( ) )).2 2 1/2 (63)

This logarithmic singularity can be subtracted and integrated analyti-
cally over the panel using the methods described in [44] or [45].

5.3. Zero frequency

5.3.1. Integral expressions
To derive expressions for the limiting values of G1 and G2 for K→ 0,

we use the decomposition in terms of L1, L2, M1 and M2. The zero fre-
quency limits of f(u, H) and g(u, H) are given by:

=
−→ −f u H

e
lim ( , ) 1

1
,

H u0 2 (64)

=
−→ −g u H

e
lim ( , ) 1

1
.

H u0 2 (65)

Substituting these expression into (26) and (32) gives

∫=
−

+

−
= + +

→

∞

−
− + − −

−

L A B H
e

e e J uA

e u
L

lim ( , , ) PV 1
1

{( ) ( )

2 }d
1 log(2),

H u
u B u B

u

0
1 0 2

(4 ) (4 )
0

4

0 (66)

∫=
−

+

− −
= + −

→

∞

−
− + − −

− −

M A B H
e

e e J uA

e e u
L

lim ( , , ) PV 1
1

{( ) ( )

}d
7/3 log(2).

H u
u B u B

u u

0
1 0 2

(4 ) (4 )
0

5 3

0

(67)

The second lines of (66) and (67) are obtained by substituting

−
=

−
−

−

−

−

−
−e

e
e

e
e2

1
2

1
2 ,

u

u

u

u
u

4

2

2

2
2

(68)

+
−

=
−

− + − + −
+

− −

−

−

−
− − −

−
e e

e
e

e
e e e

e1
2

1
2 2 2 2

1
.

u u

u

u

u
u u u

u

5 3

2

4

2
3 2

(69)

Next we consider asymptotic behaviour of L2 and M2 for H→ 0. Write

=f u H e p u H( , )
2

( , )
u

(70)

where

= +
−

p u H u H
u u H u

( , )
sinh( ) cosh( )

.
(71)

We can then write

∫= − +
∞ −L H p u H e u( ) 1 PV ( , ) d .u

2 0 (72)

The function p(u, H) has the following limiting form as H→ 0 (see
Appendix A)
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⎜ ⎟ ⎜ ⎟→ ⎛
⎝

+
−

+ −
+

⎞
⎠
+ + ⎛

⎝
− ⎞

⎠
p u H H

u H
H

u H
u H

u u u
( , ) 1

2
1 1 ( ) 1

sinh( )
1 .2

(73)

Substituting this back into (72), the integral can be evaluated to give
the limiting form for L2 as H→ 0 as

→ − − + + +

− −

−L H e H H e H αH γ1
2

((1 ) E ( ) (1 ) Ei( ))

log(2) 1,

H H
2 1

where numerical integration gives ≈ −α 0.1447 and Ei and E1 are ex-
ponential integrals, defined as ([46], Section 5.1.1)

∫ ∫= − =
−

∞ − ∞ −
x e

t
t x e

t
tEi( ) PV d , E ( ) d .

x

t

x

t
1 (74)

Using the approximations ≈ − ≈ +x x x γEi( ) E ( ) log( )1 for small x
([46], Section 5.1.11), we obtain

→ − − − →L H Hlog( )/2 log(2) 1 as 0.2 (75)

To obtain a similar expression for M2, recall that

+ = + +
h

L A B H L H
h

M A B H M H K F X V1 [ ( , , ) ( )] 1 [ ( , , ) ( )] · ( , )1 2 2 1 2 2 3

(76)

For K→ 0 we have X, V→ 0. From (63) we see that

=
→

K F X Vlim · ( , ) 0.
K 0 (77)

Therefore the asymptotic behaviour of +L L1 2 as H→ 0 is the same as
that for +M M1 2. Hence

→ − + − →M H H H( ) log( )/2 log(2) 7/3 as 0.2 (78)

Combining the limits (66), (67), (75) and (78), we obtain that

⎡
⎣

+ ⎤
⎦
=

→
G

h
Kh Glim Re( ) 1 log( ) .

K 0
0 (79)

Hence the zero frequency limit of the real part of the Green function
with the logarithmic singularity subtracted is equal to the zero fre-
quency Green function defined in terms of series of Rankine image
sources. In the following subsection it will be shown that the zero fre-
quency limit of the imaginary part of the Green function is− π h/ and is
independent of the values of R, z and ζ. As mentioned in the preceding
section, for the case =K 0, the Green function is only defined up to an
arbitrary constant. The constant imaginary part can therefore also be
subtracted to yield a valid expression for zero frequency Green function
as:

⎡
⎣

+ + ⎤
⎦
=

→
G

h
Kh iπ

h
Glim 1 log( ) .

K 0
0 (80)

5.3.2. Series expressions
The asymptotic form of the series (38) for K→ 0 was given in [4],

but is repeated here for completeness. First note that

→ →k K h K/ as 0,0 (81)

→ →k nπ h K/ as 0.n (82)

The limits of the coefficients in the series (40) are

− +
=

→

k
k K h K h

lim
( )

1
2

,
K 0

0
2

0
2 2 (83)

+
+ −

=
→

k K
k K h K h

lim
( )

1 .
K

n

n0

2 2

2 2 (84)

The limits of the exponential terms in (40) are

∑⎡

⎣
⎢ +

⎤

⎦
⎥ =

→ −
=

−
e

elim 1
(1 )

1.
K k h

j

k v
0 2 2

3

6
j

0
0

(85)

Using the asymptotic approximation for x→ 0 ([46], Section 9.1.8)

→ ⎛
⎝

⎛
⎝

⎞
⎠
+ ⎞

⎠
Y x

π
x γ( ) 2 log
2

,0
(86)

and substituting the expressions above into (40) we obtain

⎡
⎣

+ + ⎤
⎦
=

→
G

h
Kh iπ

h
Glim 1 log( ) .

K 0
0 (87)

Thus, the low frequency limit of the series definition of the Green
function (40) with the logarithmic singularity and constant imaginary
part subtracted, is equal to the series definition of the Green function
for zero frequency derived in terms of series of Rankine image sources
(48).

5.4. Infinite frequency

5.4.1. Integral expressions
As before, we consider limits of the functions f(u, H) and g(u, H).

These are given by:

= −
+→∞ −f u H

e
lim ( , ) 1

1
,

H u2 (88)

=
+→∞ −g u H

e
lim ( , ) 1

1
.

H u2 (89)

Substituting these expression into (30) and (35) gives

= =
→∞ →∞

∞L A B H M A B H Llim ( , , ) lim ( , , ) .
H H

3 3 (90)

For the case where B2> 1 we also need to consider the infinite fre-
quency limit of F(X, V). From Eq. (8) in [14] we have

= −
→∞

K F X V
r

lim · ( , ) 2 .
K

3
3 (91)

In the following subsection it will be shown that the infinite frequency
limit of the imaginary part of the Green function is zero. Thus, for both
cases B2≤ 1 and B2> 1, we see that

=
→∞

∞G Glim ,
K (92)

where G∞ is defined in (57).

5.4.2. Series expressions
As before, we begin by considering the asymptotic behaviour of the

wavenumbers:

→ → ∞k K Kas ,0 (93)

→ − → ∞k n π h K( ) / as .n
1
2 (94)

The limits of the coefficients in the series (40) are

− +
=

→∞

k
k K h K

Klim
( )

,
K

0
2

0
2 2 (95)

+
+ −

=
→∞

k K
k K h K h

lim
( )

1 .
K

n

n

2 2

2 2 (96)

The limits of the exponential terms in (40) are

∑⎡

⎣
⎢ +

⎤

⎦
⎥ = ⎧

⎨⎩

>
=→∞ −

=

−
e

e
v
v

lim 1
(1 )

0 if 0,
1 if 0.K k h

j

k v
2 2

3

6
3

3
j

0
0

(97)

Note that the fraction involving k0 increases linearly as K→∞ whereas
the sum involving the vertical terms decreases exponentially, provided
that v3> 0, so the product of these terms tends to zero. For the case
v3> 0, substituting the expressions above into (40) gives
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=
→∞

∞G Glim .
K (98)

For this case, we see that the infinite frequency limit of (40) is equal to
the series definition of the Green function derived in terms of Rankine
image sources (49). In the case =v 03 the limit of (40) does not exist.
However, from (49) it can be seen that G∞ and its partial derivatives are
zero when =v 03 .

5.5. Far-field formulations

The far-field form of the finite depth Green function is used in the
calculation of drift forces using the far-field method and other calcu-
lations involving the Kochin function. The far-field Green function is
well known (see e.g. [47]), but is included here for completeness. By
considering the asymptotic forms of the Bessel functions in (40), it can
be shown that

⎡
⎣⎢
∑ ⎤

⎦⎥
=

− + +→∞ −
=

− − +G πk
R

k
k K h K e

e elim 8
( )

· 1
(1 )

.
R k h

j

k v i k R π0 0

0
2 2 2 2

3

6
( /4)j

0
0 0

(99)

For the infinite depth case, from (60) and (61) we have

=
→∞

− − +G πK
R

e elim 8 .
R h

V i KR π
,

( /4)3
(100)

6. Chebyshev approximation of integrals

The approximation of the infinite-depth component, F(X, V), using
Chebyshev polynomials is described in [17] and [18]. The focus here is
on the approximation of the integrals Lj and Mj, =j 1, 2, 3. The theory
is reviewed briefly here and further details can be found in e.g. [48].

The Chebyshev polynomials are defined by the recurrence relation

=T x( ) 1,0 (101)

=T x x( ) ,1 (102)

= −+ −T x xT x T x( ) 2 ( ) ( ).n n n1 1 (103)

Alternatively, the nth Chebyshev polynomial can be defined for |x|≤ 1
as

=T x n x( ) cos( arccos( )).n (104)

A real-valued function f(x, y, z) which is regular in the domain
∈ −x y z, , , [ 1, 1] can be expressed as a series of Chebyshev polynomials

∑ ∑ ∑=
=

∞

=

∞

=

∞

f x y z a T x T y T z( , , ) ( ) ( ) ( ).
p q r

pqr p q r
0 0 0 (105)

Since |Tj(x)|≤ 1 for ∈ −x [ 1, 1], the function can be approximated to a
specified error by truncating the series at a given minimum value of
|apqr|. The coefficients apqr can be calculated from the orthogonality of
the polynomials as:

∫ ∫ ∫=a p q r f θ θ θ pθ

qθ rθ θ θ θ

ϵ( , , ) (cos( ), cos( ), cos( ))cos( )

cos( )cos( )d d d ,

pqr
π π π

0 0 0 1 2 3 1

2 3 1 2 3 (106)

where

=
− − −

p q r
π

ϵ( , , ) 2 δ δ δ(3 )

3

p q r0 0 0

(107)

and δij is the Kronecker delta function. The definitions in (105)–(107)
reduce to expressions for functions of a single variable, by replacing the
triple summations and integrals to single summations and integrals and
defining = −p πϵ( ) 2 /δ(1 )p0 .

To represent the functions Lj and Mj, =j 1, 2, 3 in terms of
Chebyshev polynomials, the domain is split into separate intervals of
the variable H. In each region the variables A, B, H are mapped onto

variables x, y, z and we define =f x y z L A B H( , , ) ( , , )j or Mj(A, B, H).
The mappings for A and B are defined as

= −x A2 1, (108)

= −y B2 11 1 (109)

= ⎧
⎨⎩

− ≤ <
− ≤ ≤y

B B
B B

2 1, 0 1,
2 3, 1 2.2

2 2

2 2 (110)

The mapping from H to z is dependent on the value of H and is de-
scribed below.

Frequency-domain hydrodynamic calculations for a given geometry
are typically carried out for a fixed water depth and the radiation and
diffraction problems are solved for a single value of K (and hence a
single value of H) at a time. The summation over r can therefore be
made prior to the execution of the function, so that the calculations for
a single frequency can be evaluated using a double summation:

∑ ∑=
= =

f x y z b T x T y( , , ) ( ) ( ),
p

N

q

N

pq p q
0 0

p q

(111)

where

∑=
=

b a T z( ).pq
r

N

pqr r
0

r

(112)

The coefficients of the Chebyshev polynomials grow exponentially with
the order of the polynomial, whilst the terms apqr typically decrease
exponentially with the order of the polynomial. For high order re-
presentations it is numerically more accurate to use the trigonometric
definition of Tr(z) to evaluate (112) rather than the polynomial form
defined using the recurrence relations.

Conversely, for the evaluation of the partial derivatives fx and fy, it
is more convenient to rewrite (111) in terms of monomials

∑ ∑=
= =

f x y z c x y( , , ) ,
p

N

q

N

pq
p q

0 0

p q

(113)

where the coefficients cpq are calculated from bpq and the coefficients of
the Chebyshev polynomials. The maximum values of Np and Nq re-
quired for the integrals considered here are 11 and 10, respectively, so
the polynomial form does not suffer from issues with numerical accu-
racy. The efficiency of the calculation is further improved by noting
that A and B are independent of K and hence the terms xp ( = …p N1, , p),
yq ( = …q N1, , q) need only be calculated once at the start of the pro-
gram.

For each integral, the coefficients apqr have been calculated for a
range of p, q and r such that for greater p, q or r we have < −a| | 10pqr

7. The
functions +L Hlog( )/22 and +M Hlog( )/22 are approximated for the
full range H∈ [0, 1], with the values at =H 0 defined using (75) and
(78) and defining = −z H2 1. This requires 119 and 274 terms for L2
and M2, respectively. The number of terms required could be reduced
by splitting the range of H into sub intervals. However, the series only
needs to be summed for a single value of H at each frequency, compared
to −O O(10 ) (10 )6 8 values of A and B for the other integrals, so splitting
the domain would have negligible impact on computational speed.

For the integrals L1 and M1 the range of H is split into three do-
mains. For H∈ [0, 0.1] we define = −z H20 1 and define the values at

=H 0 using the asymptotic expressions (66) and (67). For higher values
of H we map log10(H) linearly onto −[ 1, 1] as this results in a smoother
variation in the values of the function (see Figs. 5 and 7). The domain is
split at = −Hlog ( ) 0.510 . The upper limits of the summations in each
domain are =N N N( , , ) (7, 7, 52),p q r (8,8,7) and (9,9,9) for L1 and

=N N N( , , ) (6, 7, 72),p q r (7,7,8) and (8,8,10) for M1. As with the case for
L2 and M2, the value of Nr is less important, since the summation (112)
is calculated for a single value of z. After summation over r, the number
of terms with > −b| | 10pq

7 in each subdomain are 39, 49 and 58 for L1 and
34, 35 and 43 for M1.
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The integrals L3 and M3 are approximated in a similar way. For
H∈ [1, 10] we map log10(H) linearly onto −[ 1, 1] with the domain split
at =Hlog ( ) 0.510 . For H>10 we map 1/H linearly onto −[ 1, 1] and
define = −z H20/ 1. The upper limits of the summations in each do-
main are =N N N( , , ) (10, 10, 13),p q r (11, 10, 13) and (11, 10, 13) for L3
and =N N N( , , ) (8, 8, 14),p q r (9, 9, 13) and (7, 8, 7) for M3. After sum-
mation over r, the number of terms with > −b| | 10pq

7 in each subdomain
are 79, 90 and 86 for L3 and 49, 56 and 42 for M3.

The errors in the approximation after truncating the Chebyshev
series at various minimum values of |apqr| are shown in Figs. 10–13. The
maximum and root-mean-square (RMS) error over the −A B plane are
shown as a function of H. The RMS error is typically of the same order
of magnitude as the minimum value of |apqr| used, but the maximum
error in the approximation is typically one order of magnitude larger
than the minimum value of |apqr|. For the partial derivatives, the
maximum and RMS errors are approximately an order of magnitude
larger, since one term is lost in the series of the variable that is dif-
ferentiated. For calculations involving elements of zero-thickness, the

second-derivative of the Green function is also required (see e.g. [49]),
which results in a further reduction in the accuracy of the approxima-
tion.

Newman [17] reported the use of around 8000 coefficients to ap-
proximate the integrals used in his method to 6-decimal accuracy in the
region H∈ (0, ∞). The details of Newman’s algorithm were not pub-
lished, but from Figs. 10–13 we can infer that the stated 6-decimal
accuracy is likely to require the use of coefficients down to a minimum
absolute value −O (10 )7 . Similarly, Chen [18] reported the use of around
4900 coefficients to approximate the integrals used in his method to 6-
decimal accuracy. The total number of coefficients in the Chebyshev
approximations of Lj and Mj =j( 1, 2, 3), over all domains, with abso-
lute values exceeding a minimum value is shown in Fig. 14. It is evident
that only around 2200 coefficient are needed to achieve a similar level
of accuracy for the expressions proposed here. Moreover, the inclusion
of points for =H 0 and =H1/ 0 allows the limiting forms of the Green
function at zero and infinite frequency to be calculated using the same

Fig. 10. RMS and maximum errors in Chebyshev approximation of L1 and partial derivatives. Results shown for Chebyshev series truncated at min < −a(| |) 10pqr
5

(solid line), min < −a(| |) 10pqr
6 (dashed line) and min < −a(| |) 10pqr

7 (dotted line).

Fig. 11. As previous figure, but for L3.
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function used for positive finite frequencies.
MATLAB functions for calculating the Green function using the

Chebyshev approximations described here are available at https://
github.com/edmackay/GreenFunction. The Cheyshev coefficients apqr
for each domain are stored up to a minimum absolute value of −10 ,7 so
that the user can select the level accuracy appropriate for their appli-
cation.

7. Conclusions

New expressions for the free-surface Green function in finite water
depth have been presented. In the near-field when R/h≤ 1 the Green
function is expressed in terms of an integral, which is approximated
using Chebyshev polynomials. In the mid- to far-field, when R/h>1
the Green function is expressed using a modified form of the series
defined by John [4]. The new expressions have the advantage that they
are consistent with the limiting forms of the Green function for zero and
infinite frequency. This removes the need to invoke a separate

definition of the Green function at zero and infinite frequency, in terms
of series of Rankine image sources, and enables a consistent definition
to be used for the full range K∈ [0, ∞]. It has also been demonstrated
that the Fourier series representation of the zero and infinite frequency
Green function derived by Newman [17] can be derived as the limiting
forms of the series defined by John [4].

The new integral expressions have the further advantage that they
are less variable with the non-dimensional frequency, Kh, than previous
expressions proposed by Newman [14,17] and Chen [18]. To approx-
imate the new expressions to an error of −O (10 )6 using a truncated
Chebyshev polynomial series, it was found that the number of terms
required is reduced by factor of 4 compared to Newman’s method and a
factor of 2 compared to Chen’s method.
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Appendix A. Partial fraction expansion of p(u, H)

The function p(u, H) defined in (71) is a meromorphic function of u with poles at the roots of =u u Htanh( ) , denoted = ±u u ,n = ⋯n 0, 1, 2, ,
where u0 is the positive real pole and un (n≥ 1) are the positive imaginary poles, ordered by increasing absolute value. The function is bounded for
all complex u, excluding a small neighbourhood around the poles, and can therefore be represented by its partial fraction expansion (see e.g. [50]):

∑=
−

+
+=

∞

p u H a
u u

b
u u

( , ) ,
n

n

n

n

n0 (114)

where an and bn are the coefficients corresponding to the poles at = ±u un. As all the poles of p(u, H) are simple poles, the coefficients an and bn are
the residues of p(u, H) at = ±u u ,n given by
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Gathering the terms in ± un we can write
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where
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As H→ 0 we have →u H0 and un→ inπ (n≥ 1), so c0→ 1 and → −c 2( 1) ,n
n (n≥ 1). Therefore, as H→ 0 we have that
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Note that

∑ −
+
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n

n
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2 2 2 2 (120)

Therefore (119) can be rewritten as

Fig. 14. Total number of Chebyshev coefficients over all domains against
minimum value of |apqr|.
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